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Abstract. The paper mostly concerns applications of the generalized differentiation theory in vari-
ational analysis to Lipschitzian stability and metric regularity of variational systems in infinite-
dimensional spaces. The main tools of our analysis involve coderivatives of set-valued mappings
that turn out to be proper extensions of the adjoint derivative operator to nonsmooth and set-valued
mappings. The involved coderivatives allow us to give complete dual characterizations of certain
fundamental properties in variational analysis and optimization related to Lipschitzian stability and
metric regularity. Based on these characterizations and extended coderivative calculus, we obtain eff-
icient conditions for Lipschitzian stability of variational systems governed by parametric generalized
equations and their specifications.
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1. Introduction

This paper is devoted to some fundamental issues in variational analysis concern-
ing stability and metric regularity of optimization-related problems. Variational
analysis has been recognized as a fruitful area in mathematics mostly oriented on
applications to constrained optimization and also applying optimization, perturb-
ations, and approximation ideas to the analysis of a broad range of problems that
may not be of a variational nature. We refer the reader to the book of [27], which
contains a systematic exposition and thorough developments of the key feature of
variational analysis in finite-dimensional spaces.
The main emphasis of this paper is variational analysis in infinite dimensions

and its applications to Lipschitzian stability of variational systems governed by
parametric generalized equations and variational inequalities. We are going to em-
ploy the generalized differentiation theory for nonsmooth and set-valuedmappings,
which is one of the most important parts of variational analysis. The main tools
of our study involve coderivatives of set-valued mappings (multifunctions) that
give adequate extensions of the classical adjoint derivative operator, enjoy a com-
prehensive calculus, and play a crucial role in characterizations of Lipschitzian
behavior, metric regularity, and covering/openness properties of general multifunc-
tions; see [14] and the references therein. Applications of coderivative analysis
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to various problems related to Lipschitzian stability and metric regularity of vari-
ational systems in finite dimensions are given in [4, 5, 9, 10, 12, 13], and other
publications.
In this paper we mostly focus on the study of Lipschitzian stability of solutions

to variational systems governed by parametric generalized equations

0∈f �x�y�+Q�x�y� (1.1)

with the decision variable y and the parameter x, where f � X×Y→Z is a single-
valued mapping while Q� X×Y⇒Z is a set-valued mappings between Banach
spaces. For convenience we use the terms base and field referring to the single-
valued and set-valued parts of (1.1), respectively.
Generalized equations were introduced by [26] as an extension of standard

equations with no multivalued part. They have been widely recognized as a con-
venient model for the unified study of optimal solutions in many optimization-
related areas including mathematical programming, complementarity, variational
inequalities, optimal control, mathematical economics, equilibrium, etc. In partic-
ular, generalized equations (1.1) reduce to parametric variational inequalities

find y∈� with �f �x�y��v−y��0 for all v∈� (1.2)

when Q�y�=N�y��� is the normal cone mapping generated by a convex set
�. The classical complementarity problem correspond to (1.2) when� is the non-
negative orthant in IRn. In contrast to the standard framework, we consider the
case when the field Q in (1.1) and hence the set � in (1.2) may depend on the
perturbation parameter x. The latter model is particularly convenient for describ-
ing stationary point maps and stationary point-multiplier maps in optimization
problems with parameter-dependent constraints.
Our objective is to study Lipschitzian stability of the solution map

S�x� �={
y∈Y ∣∣0∈f �x�y�+Q�x�y�}

to (1.1) when �x�y� vary around the reference point �x̄�ȳ�∈gphS. We pay the
main attention to the concept of Lipschitzian behavior introduced by [1] under the
name of “pseudo-Lipschitzian" multifunctions. In our opinion, it is better to use the
term Lipschitz-like multifunctions referring to this kind of Lipschitzian behavior,
which is indeed probably the most proper extension of the classical Lipschitzian
property to set-valued mappings (while “pseudo" means “false"; cf. [27], where
this property of multifunctions is called the Aubin property without specifying its
Lipschitzian nature). It is well known that Aubin’s Lipschitz-like property of an
arbitrary mapping F � X→→Y between Banach spaces is equivalent to metric reg-
ularity as well as to linear openness of its inverse F−1� Y→→X. These properties
play a fundamental role in variational analysis and its applications.
After presenting basic definitions and preliminary material in Section 2, we

devote Section 3 to coderivative characterizations of the mentioned fundamental
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properties with evaluating the exact bounds of the corresponding moduli. For these
purposes we need two kinds of coderivatives: normal and mixed; see below. As
a by-product of such characterizations and the coderivative calculus, we obtain
an infinite-dimensional extension of the recent result by [5] on the relationship
between the exact regularity bound (regularity modulus) and the so-called radius of
metric regularity that gives a measure of the extent to which a set-valued mapping
can be perturbed before metric regularity is lost. The latter relates to the classical
Eckart–Young theorem in numerical analysis as well as to the condition number
theorems in nonlinear programming.
Section 4 is devoted to applications of coderivative criteria for the Lipschitz-like

property and calculus rules for coderivatives to Lipschitzian stability of variational
systems (1.1) and their specifications. A crucial role in these developments in
infinite-dimensional spaces is played by the calculus of sequential normal com-
pactness, which is not needed in finite dimensions.
Throughout the paper we use standard notation, with special symbols intro-

duced where they are defined. Unless otherwise stated, all spaces considered are
Banach whose norms are always denoted by 
·
. For any space X we consider
its dual space X∗ equipped with the weak∗ topology w∗, where �·�·� means the
canonical pairing. For multifunctions F � X→→X∗ the expression

Limsup
x→x̄

F �x� �={
x∗ ∈X∗ ∣∣ ∃sequences xk→ x̄ and x∗k

w∗→x∗

with x∗k ∈F�xk� for all k∈ IN
}

signifies the sequential Painlevé-Kuratowskiupper (outer) limit with respect to
the norm topology in X and the weak∗ topology in X∗; IN �=�1�2�����. Recall
that F � X→→Y is positively homogeneous if F��x�=�F�x� for all x∈X and
�>0. The norm a positive homogeneous multifunction is defined by


F
 �=sup
{
y
 ∣∣y∈F�x� and 
x
�1

}
� (1.3)

2. Basic Definitions and Preliminaries

In this section we introduce the basic concepts and constructions of our study and
present necessary preliminaries used in what follows.
We say that a set-valued mapping F � X→→Y is Lipschitz-like around �x̄�ȳ�∈

gphF with modulus ��0 if there are neighborhood U of x̄ and V of ȳ such that

F�x�∩V ⊂F�u�+�
x−u
BY for all x�u∈U� (2.1)

where BY stands for the closed unit ball in Y . The infimum of all such moduli
��� is called the exact Lipschitzian bound of F around �x̄�ȳ� and is denoted by
lipF�x̄�ȳ�. The mapping F is metrically regular around �x̄�ȳ� with modulus !>0
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if there are neighborhoods U of x̄ and V of ȳ and a number ">0 such that
dist�x�F−1�y���! dist�y�F�x�� for all x∈U
and y∈V with �y�F�x���"�

The infimum of all such moduli �!�, denoted by regF�x̄�ȳ�, is called the exact
regularity bound of F around �x̄�ȳ�.
If V =Y is (2.1), the above Aubin’s Lipschitz-like property reduces to the

local Lipschitz continuity of F around x̄ with respect to the Pompieu-Hausdorff
distance on 2Y , and for single-valued mappings F =f � X→Y it agrees with the
classical local Lipschitz continuity. For general set-valued mappings F the (local)
Lipschitz-like property can be viewed as a localization of Lipschitzian behavior
not only relative to a point of the domain but also relative to a particular point of
the image ȳ∈F�x̄�.
It is well known that F is Lipschitz-like around �x̄�ȳ� with modulus �>0

if and only if its inverse F−1 is metrically regular around �ȳ�x̄� with the same
modulus. Hence one always has

regF�x̄�ȳ�= lipF−1�ȳ�x̄�� (2.2)

We are able to provide complete dual characterizations of the Lipschitz-like
and metric regularity properties using appropriate constructions of generalized dif-
ferentiation. To present them in the next section, we first recall the definitions of
coderivatives for set-valued mappings, which are the basic constructions of our
study. The reader can consult [14] for more references and discussions.
Given F � X→→Y and #�0, define the #-coderivative of F at �x̄�ȳ�∈gphF

as the set-mapping D̂∗
#F �x̄�ȳ�� Y

∗→→X∗ with the values

D̂∗
#F �x̄�ȳ��y

∗� �={
x∗ ∈X∗

∣∣∣ limsup
�x�y�

gphF→ �x̄�ȳ�

�x∗�x− x̄�−�y∗�y− ȳ�

x− x̄
+
y− ȳ
 �#

}
� y∗ ∈Y ∗� (2.3)

where x
�→ x̄ means that x→ x̄ with x∈�. We put D̂∗

#F �x̄�ȳ��y
∗�=∅ for all

y∗ ∈Y ∗ and #�0.
If �x̄�ȳ� �∈ gphF , and D̂∗F�x̄�ȳ� �=D̂∗

0F�x̄�ȳ�. Then the normal coderivative
of F at �x̄�ȳ� is defined by

D∗
NF�x̄�ȳ��ȳ

∗� �= Limsup
�x�y�→�x̄�ȳ�

Y ∗
w∗
→ ȳ∗
#↓0

D̂∗
#F �x�y��y

∗�� (2.4)

that is, x̄∗ ∈D∗
NF�x̄�ȳ��ȳ

∗� if and only if there are sequences #k↓0, �xk�yk�→
�x̄�ȳ�, and �x∗k�y

∗
k�

w∗→�x̄∗�ȳ∗� with �xk�yk�∈gphF and x∗k ∈D̂∗
#k
F �xk�yk��y

∗
k�.

The mixed coderivative of F at �x̄�ȳ� is defined by

D∗
MF�x̄�ȳ��ȳ

∗� �= Limsup
�x�y�→�x̄�ȳ�
Y ∗→ȳ∗
#↓0

D̂∗
#F �x�y��y

∗�� (2.5)
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that is, D∗
MF�x̄�ȳ��ȳ

∗� is the collection of such x̄∗ ∈X∗ for which there are

sequences #k↓0, �xk�yk�y
∗
k�→�x̄�ȳ�ȳ∗�, and x∗k

w∗→ x̄∗ with �xk�yk�∈
gphF and x∗k ∈D̂∗

#k
F �xk�yk��y

∗
k�. One can equivalently put #=0 in (2.4)

and (2.5) if F is closed-graph around �x̄�ȳ� and if both X and Y are Asplund,
i.e., such Banach spaces on which every convex continuous function is generic-
ally Fréchet differentiable (in particular, any reflexive spaces); see [24] for more
information on Asplund spaces.
It follows from the definitions that D∗

MF�x̄�ȳ��y
∗�⊂D∗

NF�x̄�ȳ��y
∗� when the

equality obviously holds if Y is finite-dimensional. Note that the above inclusion
may be strict even for single-valued Lipschitzian mappings f � IR→Y with values
in Hilbert spaces Y that are Fréchet differentiable at x̄. The class of mappings for
which D∗

NF�x̄�ȳ�=D∗
MF�x̄�ȳ� plays an important role in the results presented

in the next section. This happens, in particular, when F is graphically regular at
�x̄�ȳ� in the sense that

D∗
NF�x̄�ȳ��y

∗�=D̂∗F�x̄�ȳ��y∗� for all y∗ ∈Y ∗�

The latter class includes, in particular, set-valuedmappings with convex graphs and
also single-valued mappings strictly differentiable at x̄ for which

D̂∗f �x̄��y∗�=D∗
Nf �x̄��y

∗�=D∗
Mf�x̄��y

∗�={
)f�x̄�∗y∗

}
� y∗ ∈Y ∗� (2.6)

On theotherhand, a single-valuedLipschitzianmappingbetweenfinite-dimensional
spaces is never graphically regular unless it is strictly differentiable at a reference
point.
Given an extended-real-valued function *� X→ IR�= +−���, finite at x̄,

we consider its (first-order) subdifferential at x̄ defined by

-*�x̄� �=D∗
NE*�x̄�*�x̄���1� with E*�x� �=

{
/∈ IR∣∣/�*�x�}� (2.7)

There are intrinsic representations of -* and complete subdifferential theories,
which can be found in [27] in finite-dimensional spaces and in [17] in infinite
dimensions. If f � X→Y is Lipschitz continuous around x̄, then its coderivatives
(2.4) and (2.5) are related to the subdifferential (2.7) via the scalarization formulas:

D∗
Mf�x̄��y

∗�=-�y∗�f ��x̄�� D∗
Nf �x̄��y

∗�=-�y∗�f ��x̄�� y∗ ∈Y ∗� (2.8)

where the first formula holds in any Banach spaces, while the second one requires
thatX is Asplund and f is w∗-strictly Lipschitzian around x̄ in the following sense:
f is Lipschitz continuous around x̄ and for every v∈X and every sequences xk→ x̄,

tk↓0 and y∗k
w∗→0 as k→� one has

�y∗k�yk�→0� where yk �=
f �xk+tkv�−f �xk�

tk
� k∈��

The latter property always holds when f is compactly Lipschitzian in the sense of
[28].
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The coderivative and subdifferential constructions (2.4), (2.5), and (2.7) enjoy
fairly rich calculi in both finite-dimensional and infinite-dimensional settings; see
[27] and [14] with the references therein. These calculi require natural qualification
conditions and also the so-called “normal compactness" conditions needed only in
infinite dimensions; see [2, 6, 7, 19, 23] for the genesis of such properties and vari-
ous applications. The following two properties formulated in [18] are of particular
interest for applications in this paper.
A mapping F � X→→Y is sequentially normally compact (SNC) at �x̄�ȳ�∈

gphF if for any sequences �#k�xk�yk�x
∗
k�y

∗
k�∈ +0���×�gphF�×X∗×Y ∗

satisfying

#k↓0� �xk�yk�→�x̄�ȳ�� x∗k ∈D̂∗
#k
F �xk�yk��y

∗
k� (2.9)

one has �x∗k�y
∗
k�

w∗→�0�0��⇒
�x∗k�y∗k�
→0 as k→�. A mapping F is par-
tially sequentially normally compact (PSNC) at �x̄�ȳ� if for any above sequences
satisfying (2.9) one has[

x∗k
w∗→0 and 
y∗k
→0

]
�⇒
x∗k
→0 as k→��

We may equivalently put #k=0 in the above properties if both X and Y are
Asplund while F is closed-graph around �x̄�ȳ�. Finally, a set �⊂X is SNC at
x̄∈� if the constant mapping F�x�≡� satisfies this property.
Note that the SNC property of sets and mappings are closely related to the

compactly epi-Lipschitzian property of [2]; see [6] and [8] on recent results in this
direction. For closed convex sets �⊂X the latter property holds if and only if the
affine hull of � is a closed finite-codimensional subspace of X with ri� �=∅; cf.
[3]. On the other hand, every Lipschitz-like mapping F � X→→Y between Banach
spaces is PSNC at �x̄�ȳ�, and hence it is SNC at this point when dimY <�;
see Theorem 3.3 in the next section. We refer the reader to [21] for an extended
calculus involving SNC and PSNC properties applied below.

3. Coderivative Characterizations of Lipschitzian Stability and Metric
Regularity

We start with point-based characterizations of Lipschitzian behavior for infini-
te-dimensional multifunctions. The main criterion gives necessary and sufficient
conditions for the Lipschitz-like property of F around �x̄�ȳ� in terms of the mixed
coderivative D∗

MF�x̄�ȳ� and the PSNC property of F at �x̄�ȳ�, while the principal
upper estimate of the exact Lipschitz bound lipF�x̄�ȳ� is expressed via the normal
coderivative D∗

NF�x̄�ȳ�. This implies the precise formula for computing the exact
bound lipF�x̄�ȳ� for set-valued mappings satisfying the following requirements
that link the two coderivatives. Note that norms of the coderivatives, as positively
homogeneous multifunctions from Y ∗ into X∗, are computed by formula (1.3).
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DEFINITION 3.1. Let F � X→→Y be a set-valued mapping between Banach
spaces, and let �x̄�ȳ�∈gphF . Then we say that:

(i) F is coderivatively normal at �x̄�ȳ� if 
D∗
MF�x̄�ȳ�
=
D∗

NF�x̄�ȳ�
.
(ii) F is strongly coderivative normal at �x̄�ȳ� if

D∗
MF�x̄�ȳ�=D∗

NF�x̄�ȳ� �=D∗F�x̄�ȳ��

Note that coderivative normality may not always hold even for single-valued
Lipschitz continuous mappings from IR into a Hilbert space that are Fréchet differ-
entiable at the point of interest; see Example 2.9 from [20], where 
D∗

Mf�0�
=0
while 
D∗

Nf �0�
=�. The next proposition lists some important classes of map-
pings that are strongly coderivatively normal (and hence coderivatively normal) at
reference points.

PROPOSITION 3.2. F � X→→Y is strongly coderivatively normal at �x̄�ȳ� if it
satisfies one of the following conditions:
(a) Y is finite-dimensional.
(b) F is graphically regular at �x̄�ȳ�.
(c) F is single-valued and w∗-strictly Lipschitzian around x̄, and X is Asplund.
(d) F is the indicator mapping of a set �⊂X relative to Y , i.e., F�x�=0∈Y

if x∈� and F�x�=∅ otherwise.
(e) F =f �g, where g� X→ IRn is Lipschitz continuous around x̄ and

f � IRn→Y is strictly differentiable at g�x̄�.
(f) F =f+F1, where f � X→Y is strictly differentiable at x̄ and F1� X→→Y

is strongly coderivatively normal at �x̄�ȳ−f �x̄��.
(g) F =F1�g, where g� X→Z is strictly differentiable at x̄ with the surjective

derivative and where F1� Z→→Y is strongly coderivatively normal at �g�x̄��ȳ�.
(h) F =-�*�g�, where *� Z→ IR and g∈C2 with the surjective derivative

)g�x̄�, where either )g�x̄�∗ is complemented in X∗ or the closed unit ball of X∗∗

is weak∗ sequentially compact �the latter is automatic when either X is reflexive
or X∗ is separable�, and where -* is strongly coderivatively normal at �z̄�v̄� with
z̄ �=g�x̄� and v̄ uniquely defined by

ȳ=)g�x̄�∗v̄ and v̄∈-*�z̄��
Proof. Properties (a)–(c) have been discussed in Section 2; (d) is elementary; (e)
and (f) follow from the coderivative calculus in [14]; (g) and (h) are proved in [22].

�

As the main tool of our analysis we will use the following coderivative char-
acterizations of Lipschitzian behavior of multifunctions given in [14]; see also the
references therein.

THEOREM 3.3. Let F � X→→Y be closed-graph around �x̄�ȳ�. Consider the
properties:
(a) F is Lipschitz-like around �x̄�ȳ�.
(b) F is PSNC at �x̄�ȳ� and 
D∗

MF�x̄�ȳ�
<�.
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(c) F is PSNC at �x̄�ȳ� and D∗
MF�x̄�ȳ��0�=�0�.

Then (a)⇒(b)⇒(c) while these properties are equivalent if both X and Y are
Asplund. Moreover, one has the estimates


D∗
MF�x̄�ȳ�
� lipF�x̄�ȳ��
D∗

NF�x̄�ȳ�

for the exact Lipschitzian bound of F around �x̄�ȳ�, where the upper estimate holds
if dimX<� and Y is Asplund. Thus

lipF�x̄�ȳ�=
D∗
MF�x̄�ȳ�
=
D∗

NF�x̄�ȳ�
 (3.1)

if in addition F is coderivatively normal at �x̄�ȳ�.

If both X and Y are finite-dimensional, then F is automatically PSNC and
coderivatively normal at �x̄�ȳ�, and we get the coderivative criterion for the Aubin
Lipschitz-like property

D∗F�x̄�ȳ��0�=�0� with lipF�x̄�ȳ�=
D∗F�x̄�ȳ�

from [11]; see also Theorem 9.40 in [27] with the references and commentaries
therein.
In the next two sessions we present applications of Theorem 3.3 to Lipschitzian

stability of variational systems. Now let us employ this theorem to an infinite-
dimensional extension of the result in [5] on computing the radius of metric regu-
larity of F � X→→Y at �x̄�ȳ� defined by

radF�x̄�ȳ� �= inf
g∈L�X�Y �

{

g


∣∣∣F+g not metrically regular around
(
x̄�ȳ+g�x̄�)}�

where L�X�Y � denotes the space of linear continuous operators from X into Y .
THEOREM 3.4. Let F � X→→Y be closed-graph around some point �x̄�ȳ�∈
gphF . Assume that X is Asplund, that dimY <�, and that F−1 is coderivatively
normal at �x̄�ȳ�. Then one has

radF�x̄�ȳ�=1
/
regF�x̄�ȳ�� (3.2)

Furthermore, under these assumptions the infimum in the definition of rad F�x̄�ȳ�
is unchanged if taken with respect to g∈L�X�Y � of rank one, but also is un-
changed when the space of perturbations g is enlarged from linear operators to
locally Lipschitzian mappings:

radF�x̄�ȳ�= (3.3)

inf
g� X→Y

{
lipg�x̄�

∣∣∣F+g not metrically regular around�x̄�ȳ+g�x̄��
}
�

Proof. It has been proved in [5] that for every closed-graph mapping F � X→→Y
between Banach spaces one has

inf
g� X→Y

{
lipg�x̄�

∣∣∣F+g not metrically regular around �x̄�ȳ+g�x̄��
}
�

1
/
regF�x̄�ȳ�� (3.4)
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This immediately implies the inequality “�" in (3.2). Moreover, (3.4) ensures,
since lipg�x̄�=
g
 for linear continuous mappings g, that (3.2) implies (3.3).
Thus it remains to prove that (3.2) holds under the assumptions made, and the
infimum in the definition of radF�x̄�ȳ� is unchanged when restricted to linear
operators g∈L�X�Y � of rank one. We are going to furnish this, following the
line in [5], with the usage of Theorem 3.3 and coderivative calculus in infinite-
dimensional spaces.
Due to the equivalence (2.2) between metric regularity of set-valued mappings

and the Lipschitz-like property of their inverse, we apply Theorem 3.3 to inverse
mappings. Note that for any G� X→→Y with dimY <� the PSNC property
of G−1 holds automatically. Hence, by (a)⇔(b) in Theorem 3.3 applied to �F+
g�−1� Y→→X when X is Asplund and Y is finite-dimensional, we conclude that
F+g is notmetrically regular around �x̄�ȳ+g�x̄�� if and only if


D∗
M�F+g�−1�ȳ+g�x̄��x̄�
=
D̃∗

M�F+g��x̄�ȳ+g�x̄��−1
=�� (3.5)

where D̃∗
MG�x̄�ȳ��y

∗� �= {
x∗ ∈ X∗∣∣y∗ ∈ −D∗

MG
−1�ȳ�x̄��−x∗�}. Let us show

that

D̃∗
M�F+g��x̄�ȳ+g�x̄���y∗�=D̃∗

MF�x̄�ȳ��y
∗�+g∗�y∗�� g∈L�X�Y �� (3.6)

provided that Y is finite-dimensional (the latter actually holds for any g� X→Y
strictly differentiable at x̄ with the replacement of g in (3.6) by )g�x̄�). Indeed,
taking x∗ ∈D̃∗

M�F+g��x̄�ȳ+g�x̄���y∗� and using the construction of D̃∗
M in

Asplund spaces as well as dimY <�, we find sequences xk→ x̄, yk→ ȳ with
yk∈F�xk�, and �x∗k�y

∗
k�→�x∗�y∗� such that x∗k ∈D̂∗�F+g��xk�yk+g�xk��

for all k∈ IN . Using the elementary calculus rule

D̂∗�F+g��xk�yk+g�xk���y∗k�=D̂∗F�xk�yk��y
∗
k�+g∗�y∗k��

we get x∗k−g∗�y∗k�∈D̂∗F�xk�yk��y
∗
k�. Since x

∗
k−g∗�y∗k�→x∗−g∗�y∗�, the latter

gives by passing to the limit as k→� that x∗ ∈D̃∗
MF�x̄�ȳ��y

∗�+g∗�y∗�, which
proves the inclusion“⊂" in (3.6). The opposite inclusion in (3.6) follows from

D̃∗
M

[
�F+g�+�−g�]�x̄�ȳ��y∗�⊂D̃∗

M�F+g��x̄�ȳ+g�x̄���y∗�−g∗�y∗��
Thus (3.5) is equivalent to


�D̃∗
MF�x̄�ȳ�+g∗�−1
=�� g∈L�X�Y ��

Now applying the exact bound formula (3.1) of Theorem 3.3 to the mapping F−1

that is assumed to be coderivatively normal at �x̄�ȳ� and taking into account that

g∗
=
g
 for g∈L�X�Y �, we identify the targeted equality (3.2) with

inf
g∈L�X�Y �

{

g∗


∣∣∣
D̃∗
MF�x̄�ȳ�+g∗
=�

}
=1

/
D̃∗
MF�x̄�ȳ�

−1
� (3.7)

Observe that every h∈L�Y ∗�X∗� can be represented as the adjoint operator
g∗� Y ∗→X∗ for some g∈L�X�Y � provided that Y is reflexive (in our case
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dimY <�). Indeed, since X⊂X∗∗ and Y ∗∗=Y , we construct g∈L�X�Y � as
the restriction on X of h∗� X∗∗→Y ∗∗. From this we can conclude that (3.7) is a
special case of the extended Eckart–Young theorem (Theorem 2.6 in [5]) applied
to the positive homogeneous mapping D̃∗

MF�x̄�ȳ�� Y
∗→→X∗. This justifies (3.2)

and ends the proof of the theorem. �

4. Lipschitzian Stability of Variational Systems

In this section we obtain sufficient conditions, as well as necessary and sufficient
conditions, for the Lipschitz-like property of the solution maps

S�x� �={
y∈Y ∣∣0∈f �x�y�+Q�x�y�} (4.1)

to variational systems governed by parametric generalized equations (1.1). We are
going to do it via the coderivative characterizations of Theorem 3.3, namely, ap-
plying the criteria in (c). The first step is to obtain coderivative representations for
the solution map (4.1) in terms of the initial data of (1.1). This is the contents of the
next theorem, the proof of which is based on the coderivative calculus in Asplund
as well as general Banach spaces.

THEOREM 4.1. Let �x̄�ȳ� satisfy (1.1), where X�Y �Z are Asplund, f � X×Y→
Z is continuous around �x̄�ȳ�, and the graph of Q is closed around �x̄�ȳ�z̄� with
z̄ �=−f �x̄�ȳ�. Then

D∗S�x̄�ȳ��y∗�⊂
{
x∗ ∈X∗

∣∣∣∃z∗ ∈Z∗ with

�x∗�−y∗�∈D∗
Nf �x̄�ȳ��z

∗�+D∗
NQ�x̄�ȳ�z̄��z

∗�
} (4.2)

for both coderivatives D∗=D∗
N �D

∗
M of the solution map (4.1) at �x̄�ȳ� provided

that either one of the following conditions holds:
(a) Q is SNC at �x̄�ȳ�z̄� and[

�x∗�y∗�∈D∗
Nf �x̄�ȳ��z

∗�∩(−D∗
NQ�x̄�ȳ�z̄��z

∗�
)]�⇒

�x∗�y∗�z∗�=�0�0�0�� (4.3)

which is equivalent to[
0∈-�z∗�f ��x̄�ȳ�+D∗

NQ�x̄�ȳ�z̄��z
∗�
]
�⇒z∗=0 (4.4)

if f is w∗-strictly Lipschitzian around �x̄�ȳ�.
(b) f is Lipschitz continuous around �x̄�ȳ�, dimZ<�, and (4.4) is satisfied.
If in addition to either (a) or (b) f is strictly differentiable at �x̄�ȳ� and Q is

graphically regular at �x̄�ȳ�z̄�, then S is graphically regular at �x̄�ȳ� and (4.2)
holds as equality.
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Moreover, one has the equality

D∗
NS�x̄�ȳ��y

∗�=
{
x∗ ∈X∗

∣∣∣ ∃z∗ ∈Z∗ with x∗=)xf �x̄�ȳ�∗z∗�
−y∗ ∈)yf �x̄�ȳ�∗z∗+D∗

NQ�ȳ�z̄��z
∗�
} (4.5)

in general Banach spaces X�Y �Z without the above assumptions if )xf �x̄�ȳ� is
surjective and Q does not depend on x.

Proof. Observe that the graph of the solution map S in (4.1) is represented as

gphS={
�x�y�∈X×Y ∣∣g�x�y�∈8} �=g−1�8� with 8�=gphQ� (4.6)

where one has

g�x�y� �=(
x�y�−f �x�y�)� gphQ⊂X×Y ×Z if Q=Q�x�y�� (4.7)

g�x�y� �=(
y�−f �x�y�)� gphQ⊂Y ×Z if Q=Q�y�� (4.8)

It is sufficient to prove (4.2) for the normal coderivative D∗S=D∗
NS, since the

mixed one is always smaller. As well known, the normal coderivative admits the
representation

D∗
NS�x̄�ȳ��y

∗�={
x∗ ∈X∗∣∣�x∗�−y∗�∈N��x̄�ȳ��gphS�} (4.9)

in terms of the normal cone N�w̄����=-9�w̄��� to � at w̄∈� defined via the
subdifferential (2.7) of the indicator function. Taking this into account, we employ
the calculus rule

N��x̄�ȳ��gphS�⊂D∗
Ng�x̄�ȳ��N�z̄�8� with 8=gphQ (4.10)

held under the qualification condition

N�z̄�8�∩kerD∗
Ng�x̄�ȳ�=�0� (4.11)

provided that either 8 is SNC at z̄ or g−1 is PSNC at �z̄�x̄�ȳ�; see Theorem 4.5 in
[14]. Moreover, the equality holds in (4.10) if g is strictly differentiable at �x̄�ȳ�
and Q is graphically regular at �x̄�ȳ�z̄�. Since

g�x�y�=�x�y�0�+�0�0�−f �x�y��
for g in (4.7) and D∗

N �−f ��x̄�ȳ��z∗�=D∗
Nf �x̄�ȳ��−z∗�, one has

D∗
Ng�x̄�ȳ��x

∗�y∗�z∗�=�x∗�y∗�+D∗
Nf �x̄�ȳ��−z∗�

by an elementary sum rule for coderivatives. Then it is easy to check that the qual-
ification condition (4.11) is equivalent to (4.3), which reduces to (4.4) for w∗-strict
Lipschitzian mappings due to the second scalarization formula in (2.8). Similarly
we check that (4.9) and (4.10) imply the required coderivative inclusion (4.2). This
proves the theorem under the assumptions in (a).
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To prove the theorem under the assumptions in (b), it remains to show that the
PSNC property of g−1 holds if f is Lipschitz continuous around �x̄�ȳ� while Z is
finite-dimensional. By the structure of g in (4.7) and the mentioned scalarization
formula we conclude that the PSNC property of g−1 at �w̄�x̄�ȳ� means in this

setting that for every sequences �xk�yk�→�x̄�ȳ�, �u∗k�v
∗
k�

w∗→�0�0�, and

�x∗k�y
∗
k�−�u∗k�v∗k�∈ -̂�−z∗k�f ��xk�yk� with 
�x∗k�y∗k�z∗k�
→0

one has 
�u∗k�v∗k�
→0 as k→�, where

-̂*�x̄� �=
{
x∗ ∈X∗

∣∣∣ *�x�−*�x̄�−�x∗�x− x̄�

x− x̄
 �0

}
(4.12)

for *� X→ IR. The latter statement statement easily follows from (4.12).
Finally, let us prove equality (4.5) when Q=Q�y� and f � X×Y→Z

is a mapping between Banach spaces strictly differentiable at �x̄�ȳ� and such
that )xf �x̄�ȳ� is surjective. It is easy to see that the surjectivity of )xf �x̄�ȳ�
is equivalent to the surjectivity of )g�x̄�ȳ� for g defined in (4.8).
To proceed, we mention that the equality holds in (4.10) without any assump-

tions on 8 in Banach spaces provided that g is strictly differentiable at �x̄�ȳ� with
surjective derivative; see [22]. This implies (4.5) by computing )g�x̄�ȳ� in (4.8)
via representation (4.9) and elementary calculations. �

Now we are ready to obtain coderivative conditions for Lipschitzian stability of
the solution map S in (4.1) via the general characterizations of Theorem 3.3,
coderivative representations of Theorem 4.1, and appropriate results of the SNC
calculus. We present two theorems in this direction. The first one contains neces-
sary and sufficient conditions for Lipschitzian stability with computing the exact
Lipschitzian bound of the solution map.

THEOREM 4.2. Let f � X×Y→Z be strictly differentiable at �x̄�ȳ�∈gphS
in (4.1), let Q� X×Y→→Z be locally closed-graph around �x̄�ȳ�z̄� with z̄=
−f �x̄�ȳ� and SNC at this point, and let X�Y be Asplund. The following hold:
(i) Assume that Z is Banach, that )xf �x̄�ȳ� is surjective, and that Q=Q�y�.

Then S is Lipschitz-like around �x̄�ȳ� if[
0∈)yf �x̄�ȳ�∗z∗+D∗

NQ�x̄�ȳ�z̄��z
∗�
]
�⇒z∗=0� (4.13)

This condition is also necessary for the Lipschitz-like property of S around �x̄�ȳ�
if S is strongly coderivatively normal at �x̄�ȳ�, in particular, when dimY <�. If
in addition dimX<�, then

lipS�x̄�ȳ�=sup
{

)xf �x̄�ȳ�∗z∗


∣∣∣ ∃y∗ ∈D∗
NQ�ȳ�z̄��z

∗� with


)yf �x̄�ȳ�∗z∗+y∗
�1
}
�



CODERIVATIVE ANALYSIS OF VARIATIONAL SYSTEMS 359

(ii) Assume that Z is Asplund and that Q is graphically regular at �x̄�ȳ�z̄�.
Then S is also graphically regular at �x̄�ȳ�, and the condition[

�x∗�0�∈)f�x̄�ȳ�∗z∗+D∗Q�x̄�ȳ�z̄��z∗�
]
�⇒x∗=z∗=0 (4.14)

is sufficient for the Lipschitz-like property of S around �x̄�ȳ�. This condition is also
necessary for the Lipschitz-like property of S provided that[

0∈)f�x̄�ȳ�∗z∗+D∗Q�x̄�ȳ�z̄��z∗�
]
�⇒z∗=0�

If in addition dimX<�, then

lipS�x̄�ȳ�=sup
{

x∗


∣∣∣∃z∗ ∈Z∗ with
(
x∗−)xf �x̄�ȳ�∗z∗�

−y∗−)yf �x̄�ȳ�∗z∗
)
∈D∗Q�x̄�ȳ�z̄��z∗�� 
y∗
�1

}
�

Proof. Using Theorem 4.1 and the coderivative representations (2.6) for strict dif-
ferentiable mappings, one can check that the qualification conditions (4.13) and
(4.14) ensure the fulfillment of D∗

MS�x̄�ȳ��0�=�0�; moreover, these conditions
are also necessary for the latter criterion under the additional assumptions in (i)
and (ii), respectively. Similarly we derive the above formulas for lipS�x̄�ȳ� from
(3.1) and Theorem 4.1. To complete the proof of the theorem, it suffices to show
that S is SNC at �x̄�ȳ� under the assumptions made.
We have mentioned that in case (i) the surjectivity of )xf �x̄�ȳ� is equivalent

to the surjectivity of )g�x̄�ȳ� with g defined in (4.8). Since gphS=g−1�gphQ�,
we conclude from here that the SNC property of S at �x̄�ȳ� is equivalent to the one
for Q assumed in the theorem; see [22] for more details. Under the assumptions in
(b) the SNC property of S at �x̄�ȳ� follows from Theorem 5.8 in [21]. �

Finally, we give sufficient conditions of Lipschitzian stability with upper bound
estimates for nonsmooth and nonregular variational systems.

THEOREM 4.3. Let f � X×Y→Z be a mapping between Asplund spaces that
is continuous around �x̄�ȳ�∈gphS in (4.1), and let Q� X×Y→→Z be locally
closed-graph around �x̄�ȳ�z̄� with z̄=−f �x̄�ȳ� and SNC at this point. Assume
that f is PSNC at �x̄�ȳ� (which is automatic when f is locally Lipschitzian) and
that one has the qualification conditions[

�x∗�0�∈D∗
Nf �x̄�ȳ��z

∗�+D∗
NQ�x̄�ȳ�z̄��z

∗�
]
�⇒x∗=0�[

�x∗�y∗�∈D∗
Nf �x̄�ȳ��z

∗�∩(−D∗
NQ�x̄�ȳ�z̄��z

∗�
)]�⇒x∗=y∗=z∗=0�

which together are equivalent to[
�x∗�0�∈-�z∗�f ��x̄�ȳ�+D∗

NQ�x̄�ȳ�z̄��z
∗�
]
�⇒x∗=z∗=0 (4.15)
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when f is w∗-strictly Lipschitzian around �x̄�ȳ�. Then S is Lipschitz-like around
this point. If in addition dimX<�, then

lipS�x̄�ȳ��sup
{

x∗


∣∣∣ ∃z∗ ∈Z∗ with �x∗�−y∗�∈-�z∗�f ��x̄�ȳ�
+D∗

NQ�x̄�ȳ�z̄��z
∗�� 
y∗
�1

}
�

Proof. Observe that the assumptions made in this theorem imply the fulfillment of
all the assumptions in Theorem 4.1. Hence the coderivative inclusion (4.2) holds,
and thus the first qualification condition of the theorem ensures that D∗

MS�x̄�ȳ��0�=�0�. By Theorem 3.1 it remains to show that S is PSNC at �x̄�ȳ�.
Let us prove that S is actually SNC at �x̄�ȳ� if f is PSNC at this point in

addition to the qualification conditions and the SNC property of Q at �x̄�ȳ�z̄�. To
furnish this, we apply Theorem 3.8 in [21] that provide conditions ensuring the
SNC property of inverse images. By virtue of (4.6) and (4.7) one only needs to
check that g is PSNC at �x̄�ȳ� if f is PSNC at this point. Indeed, taking sequences

�x∗k�y
∗
k�∈D̂∗g�xk�yk��u

∗
k�v

∗
k�z

∗
k� with �x∗k�y

∗
k�

w∗→�0�0� and 
�u∗k�v∗k�z∗k�
→0,
we get

�x∗k�y
∗
k�=�u∗k�v∗k�+�x̂∗k�ŷ∗k� with �x̂∗k�ŷ∗k�∈D̂∗f �xk�yk��−z∗k�

due to the representation

g�x�y�=�x�y�0�+�0�0�−f �x�y��
and the elementary equality rule for representing D̂∗g�xk�yk� in the above sum.

This implies that �x̂∗k�ŷ
∗
k�

w∗→�0�0� and hence 
�x̂∗k�ŷ∗k�
→0 by the PSNC
property of f . Thus 
�x∗k�y∗k�
→0 as well, i.e., g is PSNC at �x̄�ȳ�.
If f is w∗-strictly Lipschitzian around �x̄�ȳ�, the second qualification condition

in the theorem is equivalent to (4.4) due to the scalarization formula (2.8). Then it
is easy to show that (4.15) is equivalent to the simultaneous fulfillment of (4.4) and
the first qualification condition of the theorem in this case. �

The results obtained above are expressed in general coderivative terms for map-
pings involved in describing variational systems. They can be particularly specified
when the field Q in (1.1) is given in subdifferential composite forms like

Q=-�*�g� and Q=-*�g�
which are typical in applications to parametric optimization, complementarity, vari-
ational and hemivariational inequalities, etc. In such cases resulting conditions
involve second-order subdifferentials (or generalized Hessians)

-2*�x̄�ȳ��u� �=�D∗-*��x̄�ȳ��u�
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and can be expressed in terms of the initial data via second-order subdifferential
calculus and computations available for special class of functions; see [4], [25],
[15], and [16] for more details.
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